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ABSTRACT: The unsteady chemical processes, designed according to the nominal operating conditions and fixed model parameters, have traditionally been evaluated with economic criteria. This design strategy often ends up with a plant which may become inoperable if some of the process conditions/parameters unexpectedly deviate from their normal levels. Two alternative performance measures, the dynamic and temporal flexibility indices, have thus been devised in recent years to characterize designs from a different viewpoint. However, not only their significances still have not been adequately interpreted and their roles clarified, but also their numerical values cannot be determined efficiently with the available algorithms. In this study, the simple trapezoidal rule is applied to discretize and integrate the dynamic models and a heuristic strategy is then utilized to implement the vertex method for computing the aforementioned metrics efficiently. To demonstrate the effectiveness of the proposed computation approaches, comprehensive case studies concerning two dynamic systems, that is, the buffer system and the solar-driven membrane distillation desalination system (SMDDS), have been carried out. The resulting insights have also been summarized in a heuristic design procedure to incorporate both indices for general applications.

1. INTRODUCTION

Dealing with uncertainties is one of the practical issues in designing and operating chemical plants. These so-called uncertainties are not always stochastic, as they may arise either from the unexpected exogenous disturbances (such as those in feed qualities, product demands, and environmental conditions, etc.) or from the uncharacterizable estimation errors of model parameters (such as heat transfer coefficients, reaction rate constants, and other physical properties).1−4 The ability of a chemical process to maintain feasible operation despite uncertain deviations from the nominal states is often referred to as its operational flexibility,5−6 which is clearly an issue of key importance that must be addressed in any design. Various approaches to facilitate quantitative flexibility analysis have already been proposed in numerous studies.1−16

The original steady-state flexibility index (Fl) was defined by Swaney and Grossmann17 for use as a gauge of the feasible region in the parameter space. Specifically, this index is associated with the maximum allowable deviations of the uncertain parameters from their nominal values, by which feasible operation can be assured with proper manipulation of the control variables. These authors also showed that, under certain convexity assumptions, critical points that limit flexibility must be on the vertices of the uncertain parameter space. Grossmann and Floudas18 later exploited the fact that the active constraints represent bottlenecks of a design and developed a mixed integer nonlinear programming (MINLP) model accordingly. Similar analyses have also been carried out in a series of subsequent studies to address various issues in producing resilient and operable designs.17−19 Since the steady-state material-and-energy balances are used as the equality constraints in the aforementioned model, Fl can be viewed as a performance indicator of the continuous process under consideration.

On the other hand, Dimitriadis and Pistikopoulos20 noted that the operational flexibility of a dynamic (or batch) system must be evaluated differently. Specifically, the dynamic flexibility index (Fl) should be computed by adopting a system of differential algebraic equations (DAEs) as the model constraints. Dimitriadis et al.21 studied the operational feasibility issue for the purpose of safety verification, while Zhou et al.22 utilized a similar approach to assess the operational flexibility of batch systems. Notice also that, in order to calculate this Fl, the nominal values of uncertain parameters and the anticipated positive and negative deviations in these parameters are assumed to be available at every instance over the entire time horizon of operation life. The index value can be uniquely determined on the basis of a dynamic system model and also such a priori information. However, while an ill designed system may become inoperable due to disturbances in some process parameters at certain instances, the cumulative effects of temporary variations in finite time intervals can also result in serious consequences. Although the latter scenario is ignored in the conventional dynamic flexibility analysis, it is sometime a more probable event in practical applications. To address this important issue, a mathematical programming model has been developed by Adi and Chang23 for evaluating the corresponding performance measure, which was referred to as the temporal flexibility index (Fl). They also successfully applied this new performance measure in the designs of the solar-driven membrane distillation desalination system24 and the hybrid power generation systems.25

From the above discussions, one can see that the dynamic and temporal flexibility indices may complement one another to fully characterize a given unsteady process and, thus, it should be advantageous to consider both in a design. However, the computation and application strategies of these indices still have not been developed well enough for design purposes. Not
only their significances have not been accurately interpreted and their roles not clarified, but also their numerical values cannot be computed effectively with the existing algorithms originally developed for their steady-state counterparts. Clearly further studies are needed to address these implementation issues, and the present work represents a first attempt to tackle these challenging problems. In particular, a shortcut computation strategy has been adopted to simplify the exhaustive enumeration procedure of the traditional vertex method, and this strategy is facilitated with simple heuristics that can be used to limit the search scope to only a small portion of all possible vertexes. Furthermore, a heuristic design procedure has also been developed to incorporate both indices for a wide variety of design applications.

The rest of the paper is organized as follows. The general formulation for modeling the unsteady processes is first given in the next section, which also includes two alternative constraints for characterizing uncertainties. The dynamic and temporal flexibility indices are defined accordingly with different mathematical programming models in section 3, while in the next section two improved versions of the conventional vertex method are presented for solving these models, respectively. To provide clear illustration of the proposed formulations and the required solution steps, simple examples concerning the continuous and periodic buffer operations are presented in section 5. An additional more realistic example, that is, the solar driven membrane distillation desalination system (SMDDS), is presented in section 6 to demonstrate the applicability and usefulness of the proposed models. Finally, in section 7, conclusions are drawn and a heuristic design procedure is also devised according to the insights gained from case studies.

2. DESIGN MODEL OF UNSTEADY PROCESSES

For illustration clarity, let us first introduce two label sets to enumerate and classify all constraints in a given model:

$$\mathcal{I} = \{ i | i \text{ is the label of an equality constraint in the design model} \}$$

(1)

$$\mathcal{J} = \{ j | j \text{ is the label of an inequality constraint in the design model} \}$$

(2)

The $i$th equality constraint in this design model can be expressed in a general form as

$$h_i(d, z(t), x(t), \dot{x}(t), \theta(t)) = 0$$

(3)

where $i \in \mathcal{I}$, $t \in [0, H]$, and $x(0) = x_0$; $d$ represents a constant vector in which all design specifications are stored; $z(t)$ denotes the time-variant vector of all adjustable control variables; $x(t)$ is the time-variant vector of all state variables; $\theta$ denotes the time-variant vector of all uncertain parameters. Notice that $h_i$ is essentially a functional of various functions of time and the corresponding constraint is usually established to model the dynamic behavior of a given unsteady process (e.g., the transient mass or energy balance equation of a reactor). Similarly, the $j$th inequality constraint in this model can be written as

$$g_j(d, z(t), x(t), \theta(t)) \leq 0$$

(4)

where $j \in \mathcal{J}$ and $g_j$ is also a functional. Note that eq 4 is often adopted to reflect the actual physical and/or chemical boundaries in the given process (e.g., a capacity limit).

The time-dependent upper and lower bounds of the aforementioned uncertain parameters are also incorporated in the present model, that is,

$$\theta^N(t) - \Delta \theta^- (t) \leq \theta(t) \leq \theta^N(t) + \Delta \theta^+ (t)$$

(5)

These bounds are formulated with given time functions, that is, $\theta^N(t), \Delta \theta^- (t)$, and $\Delta \theta^+ (t)$, which may be extracted directly from historical records of observable parameters. For example, by setting $H$ to be 24 h, these time functions may be established according to the largest range of hourly rainfall data collected every day over a period of several months.

On the other hand, if the cumulated quantities of such parameters over time are also recorded, the following extra inequalities may be adopted to fully characterize the uncertain parameters

$$-\Delta \Theta^- \leq \Theta (t) \leq +\Delta \Theta^+$$

(6)

where

$$\Theta (t) = \int_0^t [\theta (\tau) - \theta^N(\tau)] \, d\tau$$

(7)

For the purpose of illustration, let us consider the previous example again. The scalar values of $\Delta \Theta^-$ and $\Delta \Theta^+$ in this scenario can now be estimated according to the daily rainfall data which are usually also available. Since it is often the case that the uncertain parameters do not always stay at the upper (or lower) limits throughout the entire horizon $[0,H]$, one would expect

$$\Delta \Theta^- \leq \Theta (H) \leq +\Delta \Theta^+$$

(8)

$$\Delta \Theta^+ \leq \int_0^H \Delta \theta^+(\tau) \, d\tau$$

(9)

3. DYNAMIC AND TEMPORAL FLEXIBILITY INDICES

According to Dimitriadis and Pistikopoulos, the dynamic flexibility index $FL_d$ can be computed on the basis of the following model:

$$FL_d = \max \delta_d$$

subject to eq 3 and

$$\max \min \max_{\theta(t)} g(d, z(t), x(t), \theta(t)) \leq 0$$

(10)

(11)

$$\theta^N(t) - \delta_d \Delta \theta^- (t) \leq \theta(t) \leq \theta^N(t) + \delta_d \Delta \theta^+ (t)$$

(12)

Note that the scalar variable $\delta_d$ is used here to adjust the range of $\theta(t)$ in eq 12 and this practice is essentially the direct extension of its steady-state counterpart.

Since there are obvious incentives to develop a quantitative flexibility measure that takes in account of the accumulated effects of uncertain parameters in nonsteady operations, Adi and Chang proposed to use the following model for computing a so-called temporal flexibility index $FL_t$:

$$FL_t = \max \delta_t$$

subject to eq 3, 5, 11, and

$$\delta_t \Delta \Theta^- \leq \Theta (H) \leq +\delta_t \Delta \Theta^+$$

(13)

(14)

Note that the scalar variable $\delta_t$ is used here to adjust the range of the accumulated quantities in eq 14, while the transient variations of uncertain parameters are bound between the original upper and lower limits, that is, eq 3. On the other hand, in computing the dynamic flexibility index $FL_d$ described previously, the former constraints are in fact not used whereas the latter are modified with $\delta_d$ instead. In particular applications, the proper parameter
constraints can be selected on a case-by-case basis by considering the availability of historical data and the intrinsic nature of uncertainties.

4. EXTENDED VERTEX METHODS
Although basically other alternative numerical strategies (such as the extended versions of active set method) may be developed as well, the extended vertex methods have been adopted in the present study to compute the dynamic and temporal flexibility indices. While an accurate estimate of the flexibility index cannot be guaranteed theoretically for a given nonconvex system,\textsuperscript{5,6} the critical points may still be located at the vertices in most cases even when the required convexity conditions are not met.\textsuperscript{26} Furthermore, to relieve the heavy computation load caused by the overwhelmingly large number of vertexes, effective selection heuristics are also adopted in this work to limit the search scope to only a small number of candidates. This approach is especially attractive in practical applications due to its implementation easiness.

The proposed methods are briefly summarized below:

4.1. Discretization of Dynamic Model. An indispensable preparation step for computing the aforementioned indices is to discretize the DAEs in eq 3 on the basis of a credible numerical technique. Although many candidates are available, only the simple trapezoidal rule is presented in the sequel to facilitate clear understanding. For the purpose of illustration, let us rewrite the differential equations in eq 3 in an alternative formulation as follows

\[
\frac{dx(t)}{dt} = \varphi(d, x(t), z(t), \theta(t))
\]

or

\[
\frac{dx(t)}{dt} = \varphi_i(d, x(t), z(t), \theta(t)), \quad i \in I
\]

Note that every algebraic equation in the same model can also be expressed in this form by setting \( \dot{x}_i(t) = 0. \) Let us then divide the horizon \([0, H]\) into \( M \) equal intervals and label their boundary points sequentially as \( x = (x_j) \) for \( j = 1, 2, \ldots, M. \) Thus, the length of each interval should be

\[ h = \frac{H}{M} \]

By applying the trapezoidal rule to estimate the integral of \( \varphi_i(d, x(t), z(t), \theta(t)) \) over each interval, one could obtain

\[
\begin{align*}
x_i(t_p) &= x_i(t_{p-1}) + \frac{h}{2} [\varphi_i(d, x(t_{p-1}), z(t_{p-1}), \theta(t_{p-1})) \\
& \quad + \varphi_i(d, x(t_p), z(t_p), \theta(t_p))]
\end{align*}
\]

(18)

where \( x_i(0) = x_i^0, i \in I \) and \( p = 1, 2, \ldots, M. \) Similarly, eq 4 can also be discretized according to the aforementioned boundary points as follows

\[
g_i(d, x(t_p), z(t_p), \theta(t_p)) \leq 0 \quad \forall \ j \in J
\]

(19)

4.2. Computation of Dynamic Flexibility Index. The dynamic version of the original vertex method\textsuperscript{3} can be formulated as a two-level optimization problem, that is,

\[
\theta(t) = \hat{\theta}^k(t) = \theta^N(t) + \delta^k\delta^k(t)
\]

(21)

where \( \delta^k(t) \) denotes a vector pointing from the nominal point \( \theta^N(t) \) toward the \( k \)th vertex \((k = 1, 2, 3, \ldots, 2^N) \) and \( N_p \) is the number of uncertain parameters at time \( t. \) Note that each element in \( \delta^k(t) \) should be obtained from the corresponding entry in either \( -\delta^k(t) \) or \( \delta^k(t). \)

For illustration clarity, let us next produce a specific formulation by discretizing the above model with the trapezoidal rule:

\[
F_l = \min_k \max_{x(t), z(t)} \delta_l
\]

(22)

subject to eqs 3 and 4, and also the following constraint in a function space formed by all possible time profiles of \( \theta(t): \)

\[
\theta(t) = \hat{\theta}^k(t) = \theta^N(t) + \delta^k\delta^k(t)
\]

(23)

where \( \delta^k(t) \) denotes a vector pointing from the nominal point \( \theta^N(t) \) toward the \( k \)th vertex \((k = 1, 2, 3, \ldots, 2^N) \) and \( N_p \) is the number of uncertain parameters at time \( t. \) Note that each element in \( \delta^k(t) \) should be obtained from the corresponding entry in either \( -\delta^k(t) \) or \( \delta^k(t). \)

As mentioned previously, \( \delta^k(t) \) can be treated as a vector in the functional space of \( \theta(t) \) which starts from the nominal point \( \theta^N(t) \) and ends at the \( k \)th vertex and, in addition, each element of
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\( \Delta \theta^k(t) \) should be selected from the corresponding entry in either \(- \Delta \theta^k(t)\) or \( \Delta \theta^k(t) \). Notice also that, as clearly indicated in eq 25, the allowed deviation in each uncertain parameter may begin and terminate at instances which are not the same as those of the other parameters. Finally, although the justification for the aforementioned heuristics is derived from an intuitive belief, that is, the most serious disturbance a realistic process can withstand is usually the one with the largest possible magnitude, its validity has been verified by numerically simulating the worse-case scenarios in extensive case studies and, also, by solving the same problems independently with the active set method. The latter will be reported in a future paper.

In principle, \( \Pi \) can be determined by solving eqs 3, 11, 13, and 24–26 via discretization and, for illustration simplicity, let us again utilize the trapezoidal rule for this purpose in the sequel. Since the starting and ending times of parameter deviations, i.e., \( t^p_0, t^p_f \) and \( n = 1, 2, \ldots, N_p \) are not given a priori, an extra binary variable \( \epsilon^p_n \in \{0,1\} \) must be introduced at every discretized time \( t^p_n \) to reflect if the corresponding maximum deviation, i.e., \( \Delta \theta^k_n(t^p_n) \), takes place. Thus, after dropping the parameters \( t^p_0 \) and \( t^p_f \), eq 25 can be discretized and rewritten as

\[
\begin{align*}
\hat{\theta}^k_n(t^p_n) &= \theta^k_n(t^p_n) + \sum_{p=1}^{N_p} \epsilon^p_n \Delta \theta^k_n(t^p_n) \\
&= \begin{cases} 
\Delta \theta^k_n(t^p_n) & \text{if } \epsilon^p_n = 1 \\
0 & \text{if } \epsilon^p_n = 0
\end{cases}
\end{align*}
\]

(27)

With these binary variables, additional logic constraints can be incorporated in a mathematical programming model to enforce the heuristic in eq 25. Specifically, if the aforementioned disturbance in \( \theta_n \) starts at a particular discretized time \( t^p_n \), then eqs 25 and 26 can be expressed as follows

\[
\begin{align*}
\epsilon^p_n &= 1 \\
\epsilon^p_0 &= \epsilon^p_1 = \cdots = \epsilon^p_{n-1} = 0
\end{align*}
\]

(28)

\[
(1 - \epsilon^p_n) + \epsilon^p_{n+1} \leq 1
\]

(29)

(30)

where \( p \in \{1, 2, \ldots, M - 1\} \) and \( p = p', p' + 1, \ldots, M - 1 \). Equation 30 clearly implies that

1. If deviation is not present at \( t^p_n \) (i.e., \( \epsilon^p_n = 0 \)), then there will not be any at the next instance \( t^p_{n+1} \) (i.e., \( \epsilon^p_{n+1} = 0 \));
2. If otherwise (i.e., \( \epsilon^p_n = 1 \)), then the disturbance at \( t^p_{n+1} \) may or may not take place (i.e., \( \epsilon^p_{n+1} = 0 \) or 1).

Consequently, eq 26 can be rewritten as

\[
\theta^k_n(t^p_n) = \theta^k_n(t^p_n) + \epsilon^p_n \Delta \theta^k_n(t^p_n)
\]

(31)

where \( p = 1, 2, \ldots, M \), \( n = 1, 2, \ldots, N_p \) and \( k = 1, 2, 3, \ldots, 2N \). Then the accumulated quantity of parameter variation can then be expressed accordingly as

\[
\Theta_n(H) = \sum_{p=1}^{M} \epsilon^p_n \Delta \theta^k_n(t^p_n)
\]

(32)

where \( n = 1, 2, \ldots, N_p \) and \( k = 1, 2, 3, \ldots, 2N \). Finally, the discretized version of eq 14 should be

\[
-\delta_n \Delta \Theta_n \leq \sum_{p=1}^{M} \epsilon^p_n \Delta \theta_n(t^p_n) \leq \delta_n \Delta \Theta_n
\]

(33)

where \( n = 1, 2, \ldots, N_p \) and \( k = 1, 2, 3, \ldots, 2N \).

By making use of the above formulations, a MINLP model can be constructed to realize the temporal version of vertex method; that is,

\[
\Pi = \max_{k \in \{X, X, E\}} \delta_n
\]

subject to eqs 17–19 and 28–33. More specifically,

\[
E = \begin{bmatrix}
\epsilon^1_1 & \epsilon^1_2 & \cdots & \epsilon^1_M \\
\epsilon^2_1 & \epsilon^2_2 & \cdots & \epsilon^2_M \\
\vdots & \vdots & \ddots & \vdots \\
\epsilon_N^1 & \epsilon_N^2 & \cdots & \epsilon_N^M
\end{bmatrix}
\]

\[
X = [x(t_1) x(t_2) \cdots x(t_M)]
\]

\[
Z = [z(t_1) z(t_2) \cdots z(t_M)]
\]

\[
\epsilon = [\epsilon^1_1 \epsilon^2_2 \cdots \epsilon_N^M]'
\]

\[
p_1^1, p_2^1, \ldots, p_N^M \in \{1, 2, 3, \ldots, M - 1\}
\]

5. ILLUSTRATIVE EXAMPLES

Let us consider the buffer tank in Figure 1. The dynamic model of this system can be written as

\[
A \frac{dh}{dt} = \theta(t) - k \sqrt{h}
\]

(35)

where \( h \) denotes the height of liquid level (m); \( A \) (= 5 m²) is the cross-sectional area of the tank; \( k \) (= \( \sqrt{5}/10 \) m⁻² min⁻¹) is a proportionality constant; \( \theta \) denotes the feed flow rate (m³ min⁻¹) and it is treated as the only uncertain parameter in the present example. To fix ideas, the following upper and lower limits are also adopted in the flexibility analysis: (i) The height of tank is 10 m; that is, \( h \leq 10 \). (ii) Because of the operational requirement of downstream unit(s), the outlet flow rate of the buffer tank must be kept above \( \sqrt{5}/10 \) m³ min⁻¹. Thus, the minimum allowable height of its liquid level should be 1 m; that is, \( 1 \leq h \). (iii) The time horizon covers a period of 800 min; that is, \( 0 \leq t \leq 800 \).

To facilitate interpreting the dynamic and temporal flexibility indices, two different operation modes are considered in the sequel: continuous and periodic.

5.1. Example 1: Continuous Operation. Let us assume that, in the continuous operation under consideration, the nominal steady-state value of feed rate is \( \theta^N(t) = 0.5 \) m³ min⁻¹.
and the anticipated positive and negative deviations are set at 
\[ \Delta \theta^p(t) = \Delta \theta^n(t) = 0.5 \text{ m}^3 \text{ min}^{-1}. \]
Therefore, the range of uncertain parameter is
\[ 0 \leq \theta(t) \leq 1 \quad (36) \]
and the nominal height of liquid level at steady state should be 5 m. By discretizing eq 35 according to the trapezoidal rule (see subsection 4.1) and then applying the dynamic version of the extended vertex method (see subsection 4.2), one can evaluate the corresponding dynamic flexibility index, and its value is 0.415.

The above result indicates that, while the present operation is infeasible, Fl can be raised to the operational target of 1 if the expected range of uncertain parameter can be narrowed to
\[ 0.5 - 0.415 \times 0.5 \leq \theta(t) \leq 0.5 + 0.415 \times 0.5 \quad (37) \]
by improving the flow control quality of the feed stream. This assertion can be verified by carrying out numerical simulations of the worst-case scenarios (see Figure 2). One can observe that, if the feed rate is maintained respectively at the upper and lower limits of the narrowed range defined in eq 37, the water level can be guaranteed to satisfy the operational constraints at any time throughout the given horizon. In addition, two other observations should also be noted: (i) the water level approaches 10 m (i.e., the upper bound of h) at 800 min in the former scenario; (ii) the water level always stays considerably above the lower limit (i.e., h > 1) in the latter case.

Note finally that, if it is not possible to improve the control quality of the upstream feed stream, the operational target of Fl = 1 can be realized alternatively by increasing the buffer capacity. In particular, a larger storage tank with a cross-sectional area of 61 m\(^2\) can be adopted to replace the original one to withstand all possible disturbances allowed by eq 36.

To facilitate computation of temporal flexibility index in the present example, let us further set the accumulated positive and negative deviations in liquid volumes (m\(^3\)) to be
\[ \Delta \theta^* = \Delta \theta^* = 62.5 \quad (38) \]
In other words, the feed rate in the anticipated worst-case scenario is required to be reduced to the lower limit (i.e., 0.0 m\(^3\) min\(^{-1}\)) or raised to the upper bound (1.0 m\(^3\) min\(^{-1}\)) for a period of 125 ( = 62.5 / 0.5) minutes. By solving the proposed model, it can be found that Fl = 0.444 and this implies that the given system can only withstand the most severe disturbance for 55.5 ( = 125 x 0.444) minutes. Figure 3 shows the simulation results of two corresponding scenarios. One can observe that the water level (i) just touches 1 m (i.e., the lower bound of h) at 55.5 min after introducing the largest negative disturbance at 0 min; (ii) always stays considerably below the upper limit (i.e., h < 10) if the largest positive disturbance lasts only 55.5 min.

The former is obviously the worst case. Note that the same lower bound of eq 14 can also be reached by lowering the feed rate slightly to 0.465 m\(^3\) min\(^{-1}\) ( = 0.5 - (62.5 x 0.444) / 800) throughout the entire horizon, but the corresponding water level should always remain in the feasible range according to eq 37.

As mentioned previously, the value of Fl can be improved to 1 by increasing the cross-sectional area of the buffer vessel from 5 m\(^2\) to 61 m\(^2\). Since a relatively large tank is called for, the required investment may not be justifiable. However, if it can be predicted on the basis of operation experience that the largest disturbances rarely last for the entire horizon, then the less stringent design criterion of Fl = 1 may be acceptable. The corresponding area for this goal should be 11.3 m\(^2\) and the required capital cost is obviously much lower. Figure 4 shows the simulation results of the worst-case scenarios for Fl = 1 in Example 1.

5.2. Example 2: Periodic Operation. Let us next assume that, over a single period of 800 min in the cyclic operation under consideration, the nominal feed rate and its anticipated positive and negative deviations can be described below in eq 39 and also in Figure 5. The initial height of liquid level in this example is also set at 5 m.
Finally, note that the operational target of $F_{Id} = 1$ can also be achieved by enlarging the cross-sectional area of the buffer tank to $8.25 \text{ m}^2$. The simulation results of the corresponding worst-case scenarios can be found in Figure 7.

To facilitate concrete computation of temporal flexibility index in the present case, let us assign the accumulated positive and negative deviations in liquid volumes ($\text{m}^3$) to be

$$\Delta \theta^+ = \Delta \theta^- = 20.0$$

By discretizing eq 35 according to the trapezoidal rule and then implementing the temporal vertex method, one can find that the corresponding temporal flexibility index is 0.185 for which the disturbance exists in the time interval between 562 and 599 min. These results imply that, when the largest deviation in feed rate is present in the above period, an accumulated volume decrease of $3.7 (= 20 \times 0.185) \text{ m}^3$ should cause the water level reaching the lower limit of 1 m at the end point of this time interval. This prediction can be clearly observed in the simulation results presented in Figure 8. Finally, notice that the temporal flexibility in this case can also be enhanced with a larger tank. From the optimum solution of the proposed programming model, one can deduce that at least a cross-sectional area of $6.95 \text{ m}^2$ should be adopted to achieve the designated design target; that is, $F_{Id} = 1$. The corresponding simulation results can be found in Figure 9.

6. ADDITIONAL CASE STUDIES

Additional flexibility analyses on various configurations of the SMDDS have also been performed in this work to further

$$\theta^N(t) = 0.5(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $0 \leq t \leq 100(\text{min})$

$$\theta^N(t) = 0.6(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $100 \leq t \leq 200(\text{min})$

$$\theta^N(t) = 0.7(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $200 \leq t \leq 250(\text{min})$

$$\theta^N(t) = 0.8(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $250 \leq t \leq 300(\text{min})$

$$\theta^N(t) = 0.6(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $300 \leq t \leq 350(\text{min})$

$$\theta^N(t) = 0.5(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $350 \leq t \leq 450(\text{min})$

$$\theta^N(t) = 0.4(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $450 \leq t \leq 500(\text{min})$

$$\theta^N(t) = 0.2(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $500 \leq t \leq 600(\text{min})$

$$\theta^N(t) = 0.6(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $600 \leq t \leq 700(\text{min})$

$$\theta^N(t) = 0.5(\text{m}^3 \text{ min}^{-1}), \Delta \theta^N(t) = \Delta \theta^N(t) = 0.1$$
for $700 \leq t \leq 800(\text{min})$ (39)

By discretizing eq 35 according to the trapezoidal rule and then applying the dynamic vertex method, one can find that the corresponding dynamic flexibility index is 0.368. This index value indicates that, although the present operation is infeasible, $F_{Id}$ can be made to achieve 1 by reducing the range of variation in the uncertain parameter; that is,

$$\theta^N(t) - 0.368 \times \Delta \theta^N(t) \leq \theta(t) = \theta^N(t) + 0.368 \times \Delta \theta^N(t)$$ (40)

where $\theta^N(t)$, $\Delta \theta^N(t)$ and $\Delta \theta^N(t)$ are defined in eq 39. Figure 6 shows the simulation results of the corresponding worst-case scenarios. Note that, if the feed rate is maintained respectively at the upper and lower limits of the narrowed parameter range defined in eq 40, the water level should stay within the allowed range; that is, $1 \leq h \leq 10$, at any time throughout the given horizon, and also, it can be observed that the water level reaches (i) $10 \text{ m}$ (which is the upper bound of $h$) at 300 min in the former scenario and (ii) $1 \text{ m}$ (which is the lower bound of $h$) at 600 min in the latter scenario.

Figure 5. Nominal feed rate and its upper and lower limits in a single period in Example 2.

Figure 6. Simulation results of the worst-case scenarios for the narrowed parameter range defined in eq 40 in Example 2.

Figure 7. Simulation results of the worst-case scenarios for the original parameter range defined in eq 39 and an enlarged buffer tank in Example 2.
validate the proposed computation and design strategies. It should be noted first that Ben Bacha et al.\textsuperscript{27} and Chang et al.\textsuperscript{28,29} have already built mathematical models of all SMDDS units, that is, (1) the solar absorber, (2) the thermal storage tank, (3) the counter-flow shell-and-tube heat exchanger, (4) the AGMD modules, and (5) the distillate tank. Obviously a realistic system design must be fully functional in the presence of uncertain sunlight radiation and unpredictable freshwater demand. To achieve a desired flexibility target, the aforementioned units must be sized properly and also the corresponding thermal storage scheme must be synthesized in a rational fashion. If the solar absorber is relatively small when compared with the membrane distillation unit, then it may be beneficial to operate the stripped-down SMDDS shown in Figure 10 (Structure 1). Otherwise, at least one thermal storage tank must be adopted to buffer the drastic energy surplus incurred during daytime operation. Structure 2 in Figure 11 is the simplest design for such a purpose, while more elaborate configurations can certainly be devised to further enhance operational flexibility. For examples, two smaller thermal storage tanks may be placed in series according to Figure 12 (Structure 3) or in parallel according to Figure 13 (Structure 4). For the sake of completeness, the mathematical models of all units embedded in the above structures are presented in Appendix I and all model parameters and variables used in our case studies are also listed in Appendix II.

The solar irradiation rate $I(t)$ should obviously be treated as a time-variant uncertain parameter in the flexibility analyses. Its nominal profile $P^0(t)$, which is similar to that suggested by Chang et al.\textsuperscript{28} and its expected upper and lower bounds are depicted in Figure 8. Simulation results of the worst-case scenarios in Example 2 ($P_f = 0.185$, $A = 6.95$ m$^2$, $t_0 = 399$ min, $t_f = 599$ min).

Figure 8. Simulation results of the worst-case scenarios in Example 2 ($P_f = 0.185$, $A = 6.95$ m$^2$, $t_0 = 399$ min, $t_f = 599$ min).

Figure 9. Simulation results of the worst-case scenarios in Example 2 ($P_f = 1$, $A = 6.95$ m$^2$, $t_0 = 399$ min, $t_f = 599$ min).

Finally, note that the expected positive and negative deviations at any time are both set at 10% of the nominal level. The largest accumulated positive and negative deviations of $I(t)$ are both assumed to be $2 \times 10^6$ J/m$^2$.

The water demand rate $m_{DT, out}(t)$ is the second uncertain parameter considered in the case studies. Its nominal value is set at 18 kg/h $\times$ wdf($t$), where wdf($t$) is the ratio between the demand rate at time $t$ and a reference value (i.e., 18 kg/h). The expected deviations in $m_{DT, out}$ are also selected to be 10% of its nominal value. The nominal level of wdf($t$) and also the corresponding upper and lower limits are sketched in Figure 15. Finally, the maximum accumulated positive and negative deviations of water demand are both set to be 40 kg.

In all cases, the specifications of a standard AGMD module are assumed to be the same as those given in Banat et al.,\textsuperscript{30} and its effective membrane area is 10 m$^2$. On the basis of eqs A8$\ldots$A10, the production rate of each AGMD module at $t^{PeAK}_{CL,in} = 74$ °C is estimated to be 16.54 kg/h (assuming that the feed temperature is $T_{CL,in}^{fi} = 25$ °C). The nominal mass flow rate of seawater in membrane distillation loop $m_{MD}^{fluid}$ is set to be 1125 kg/h per AGMD module according to Banat et al.\textsuperscript{30} Also, a maximum daily demand of 750.42 kg/day can be computed according to Figure 15. By adopting an average online period of 12 h/day, the approximate number of parallel AGMD modules can be calculated:

$$n_{AGMD} = \frac{750.42}{16.54 \times 12} = 3.78 \approx 4$$

(42)

Thus, the total membrane area used in the case studies should be 40 m$^2$.

In the solar absorber, the total mass of operating fluid per unit area, i.e., $M_{SA}/A_{SA}$, is set to be 15 kg/m$^2$.\textsuperscript{30} The flow rate in the solar thermal loop ($m_{STL}$) is chosen to be 36000 kg/h, which is 8 times the total nominal flow rate of seawater in the membrane distillation loop ($m_{MD}^{fluid}$ = 1125 $\times$ 4 = 4500 kg/h). This value is selected to ensure quick temperature response in the desalination loop. The volume of distillate tank in each structure is assumed to be 0.75 m$^3$ ($A_{PT} = 0.35$ m$^2$; $h_{DT,low} = 0$ m; $h_{DT,jagd} = 2.14$ m). A 10 m$^3$ thermal storage tank ($M_{ST} = 10000$ kg) is adopted in structure 2, while each tank in structures 3 and 4 is exactly half this capacity. Finally, it is assumed that the heat capacity of operating fluid $C_p$ is held constant at 4200 J/(kg °C), and its density $\rho$ is also assumed to be constant at 1000 kg/m$^3$.

Figure 10. Structure 1 of SMDDS system.
As mentioned previously, the solar absorber should be sized according to the AGMD capacity. To facilitate proper evaluation and decision, the following asymptotic energy utilization ratio between these two units should be first defined:

\[
\phi_{\text{util}} = \frac{A_{\text{CL}}^\text{max}}{m_{\text{MD}}^\text{max} C_p (T_{\text{HX}}^\text{max} - T_{\text{HX}}^\text{min})}
\]

where all symbols used in this equation can be found in Appendix I and, also, it is assumed that \(T_{\text{CL}}^\text{max} = 90 \, ^\circ \text{C}\) and \(T_{\text{CL}}^\text{min} = 25 \, ^\circ \text{C}\). From Figure 14, it can be observed that \(P_{\text{sol}}^\text{max} = 1320 \, \text{W/m}^2\). On the basis of eq A11 in Appendix I, one could deduce that \(m_{\text{MD}}^\text{max} = 1.1 m_{\text{MD}}^\text{N} = 1237.5 \, \text{kg/h}\). It should be noted that \(\phi_{\text{util}}\) can be used as a convenient (but rough) design specification. The energy collected by the solar absorber could be fully utilized right away by the AGMD module if \(\phi_{\text{util}} \leq 1\), while there should be a need to store the excess heat if otherwise.

The proposed mathematical programming models and their solution strategies have been utilized to facilitate quantitative flexibility analyses so as to provide the designers with the capabilities to (1) determine the performance measures of any system design in relation to the expected operational requirements, (2) identify the bottleneck conditions which limit the flexibility in a design, and (3) compare alternatives on an objective basis. A systematic approach is followed in this work to size the solar absorber on the basis of eq 43 and a given AGMD module size. By adopting the aforementioned thermal storage tank(s) and distillate tank, structures 1–4 can be analyzed for different utilization ratios. The resulting dynamic flexibility indices are presented in Table 1, while the temporal flexibility index and active constraint(s) in each scenario can also be found in the footnotes.

Let us first consider the dynamic flexibility indices:
It was observed from the optimization results of Case 1 and Case 2 that, when $\phi_{\text{util}} < 1$, all four structures yield the same flexibility index. This is because of the fact that, since the absorbed solar energy is consumed almost immediately and completely in these two cases, there is no need for the thermal storage tanks, i.e., $r_{\text{ST,1}}(t) = r_{\text{ST,2}}(t) = 0$, and thus all configurations are basically identical. Therefore, it is meaningless to list the index values repeatedly in Case 1 and Case 2.

Under the condition that $\phi_{\text{util}} \geq 1$ (i.e., cases 3–5), a few more conclusions can be drawn from the corresponding results:

- A larger solar absorber tends to make structure 1 less flexible. In extreme conditions, the system may even approach zero flexibility (case 4) or infeasibility (case 5).
- Although structures 2–4 are always more operable than structure 1, the dynamic flexibility index of each configuration reaches a maximum at $\phi_{\text{util}} = 1.12$ in case 4 and then drops to a lower value if the absorber size is further increased (see case 5).
- Structures 3 and 4 are equally flexible, while they usually outperform structure 2.

In addition, one can also conclude from the corresponding temporal flexibility indices that

- The upper limit of $F_{\text{It}}$, that is, 1.728, is reached as long as $F_{\text{Id}} \geq 1$. This is primarily due to the fact that, while an adjustable parameter range is adopted for computing $F_{\text{Id}}$ with eq 12, a fixed one is used for $F_{\text{It}}$ according to eqs 5 and 14.
- $F_{\text{Id}} < F_{\text{It}}$ if $0 < F_{\text{Id}} < 1$. This is in a sense caused by the relaxed criterion suggested in eqs 8 and 9.

Thus, although $F_{\text{Id}}$ is probably not useful for flexibility analysis when $F_{\text{Id}} \geq 1$, it may be adopted to identify less-expensive revamp designs when $F_{\text{Id}} < 1$. For example, let us consider structure 2 in case 5 (in which $F_{\text{Id}} = 0.59$ and $F_{\text{It}} = 0.86$). Two alternative revamp options, i.e., enlarging the thermal storage
tank(s) or enlarging the distillate tank, may be adopted to attain a “desired” flexibility level:

- The inventory of operating fluid must be increased from 10 000 to 15 000 kg if the design target is $FI_d = 1$, while only 11 000 kg is needed to realize $FI_d = 1$.
- The volume of distillate tank should be raised from 0.7490 m$^3$ to 0.8225 m$^3$ to achieve the former target, while only 0.7630 m$^3$ is called for to hit the latter goal.

### 7. CONCLUSIONS

In this study, the conventional vertex method has been modified to calculate the dynamic and temporal flexibility indices efficiently. Extensive case studies have also been carried out to confirm the effectiveness of the proposed algorithms. One can also see that, depending upon the availability of historical data and the intrinsic nature of uncertainty in the particular application, either $FI_d$ or $FI_i$ (or both) can be used to represent the operational flexibility of an unsteady process. Furthermore, a generic design procedure can be summarized accordingly as follows:

For any given design, the dynamic index should be computed first. If $FI_d ≥ 1$, then of course no changes are needed. If otherwise, then the temporal index should also be determined according to the proposed mathematical program. The proper revamp measures (i.e., those for achieving $FI_d = 1$ or $FI_i = 1$) can be identified on the basis of the appropriateness of uncertainty characterization in the corresponding model and also their economic implications.

### APPENDIX I

The essential SMDDS units, that is, the solar absorber, the thermal storage tank, the counter-flow shell-and-tube heat exchanger, the AGMD modules, and the distillate tank, are interconnected in a typical system to form two separate processing routes for seawater desalinization and solar energy conversion, respectively. For implementation convenience, the unit models given in Chang et al.\textsuperscript{28} have been simplified and outlined below:\textsuperscript{14}

#### 1. Solar Absorber (SA)

The solar energy is converted to heat in this unit. The following basic assumptions are adopted: (i) the fluid velocities in all absorber tubes are the same; (ii) the fluid temperature should be kept below 100 °C; (iii) there is no water loss; (iv) heat loss is negligible. The corresponding transient energy balance and temperature constraint can be written as

$$\frac{dT_{SA}}{dt} = -\frac{m_{SA}}{M_{SA}}(T_{SA} - T_{SA}) + \frac{A_{SA}I(t)}{M_{SA}C_p}$$  \hspace{1cm} (A1)

$$T_{SA} \leq T_{SA}^{max}$$  \hspace{1cm} (A2)

where, $T_{SA}$ and $T_{SA}^{max}$ denote the temperatures (°C) of operating fluid at the inlet and outlet of the solar absorber respectively; $T_{SA}^{max}$ is the maximum allowable outlet temperature (100 °C) of the working fluid; $M_{SA}$ denotes the total mass of operating fluid in the solar absorber (kg); $m_{SA}$ denotes the mass flow rate of operating fluid in solar absorber (kg/h); $A_{SA}$ is the exposed area of solar absorber (m$^2$); $C_p$ is the heat capacity of operating fluid (J/(kg °C)); $I(t)$ is the solar irradiation rate per unit area (W/m$^2$) at time t. It should also be noted that the solar absorber is operable only in the daytime, that is,

$$m_{SA} = \begin{cases} m_{STL} & \text{if } I(t) > 0 \text{ (daytime)} \\ 0 & \text{if } I(t) = 0 \text{ (nighttime)} \end{cases}$$  \hspace{1cm} (A3)

where $m_{STL}$ is the total mass flow rate (kg/h) of operating fluid which is driven by pump in the thermal loop.

#### 2. Thermal Storage Tank (ST)

Based on the assumption that (i) the fluid within the thermal storage tank is well mixed, (ii) the inlet and outlet flow rates are identical, and (iii) the heat capacity of operating fluid is independent of temperature, the energy balance around thermal storage tank can be expressed as

$$M_{ST,i} \frac{dT_{ST,i}}{dt} = m_{ST,i}(T_{ST,i} - T_{ST})$$  \hspace{1cm} (A4)

$$m_{ST,i} = r_{ST,i}m_{STL}$$  \hspace{1cm} (A5)

where, subscript $i$ is a tank label ($i = 1, 2$); $T_{ST,i}$ and $T_{ST}$ denote the fluid temperatures (°C) at the inlet and outlet of tank i, respectively; $M_{ST,i}$ represents the total mass of operating fluid in tank i (kg); $m_{ST,i}$ is the total mass flow rate driven by the pump in the thermal loop (kg/h); $m_{ST}$ is the throughput of tank (kg/h). The flow ratios defined by eq A5, that is, $r_{ST,1}$ and $r_{ST,2}$, are treated as control variables which can be adjusted with valves CV-1 (see Figures 11–13) and CV-2 (see Figures 12 and 13). Clearly these ratios vary between 0 and 1, that is,

$$0 \leq r_{ST,i}(t) \leq 1$$  \hspace{1cm} (A6)

Also, the speed of valve movement in practice cannot be unbounded; that is,

$$\left| \frac{dT_{ST,i}}{dt} \right| \leq r_{i}^{max}$$  \hspace{1cm} (A7)

where, $r_{i}^{max}$ is a given constant.

#### 3. Heat Exchanger (HX)

The hot fluid used in the counter-flow heat exchanger comes from the thermal storage tank and/or solar absorber, while the cold fluid is the sea water. The heat exchanger is assumed to be always in steady-state and there is no heat loss. Thus, the unit model of heat exchanger can be written as

$$m_{MD}(T_{CLin}^{HX} - T_{CLa}^{HX}) = m_{HL}(T_{HLin}^{HX} - T_{HLa}^{HX})$$  \hspace{1cm} (A8)

where, $m_{MD}$ is the mass flow rate of hot fluid (kg/h); $T_{CLin}^{HX}$ and $T_{CLa}^{HX}$ respectively, denote the inlet and outlet temperatures of hot fluid (°C); $m_{MD}$ is the mass flow rate of sea water in membrane distillation loop (kg/h); $T_{HLin}^{HX}$ and $T_{HLa}^{HX}$ respectively, denote the inlet and outlet temperatures of the cold fluid (°C). Note that the mass flow rate of hot fluid is essentially the same as that in the thermal loop in any structure:

$$m_{HL}^{HX} = m_{STL}$$  \hspace{1cm} (A9)

#### 4. Air Gap Membrane Distillation Module (AGMD)

A simplified model is adopted in this study for characterizing the AGMD unit. Although the mass flux through AGMD membrane is driven primarily by the vapor pressure differential, it is assumed that the mass flux of distillate across the membrane is a function of the rate of energy input. Specifically, this flux in a standard module can be expressed as
\[ N_{\text{mem}} \cong \frac{m_{\text{MD}}C_p(T_{\text{Hin}}^{\text{HX}} - T_{\text{Cin}}^{\text{HX}})}{\text{STEC} \cdot A_{\text{MD}} \cdot n_{\text{AGMD}}} \]  
(A10)

where, \( N_{\text{mem}} \) denotes the distillate flux (kg/(m\(^2\) h)); \( A_{\text{MD}} \) is the fixed membrane area of a standard AGMD module (i.e., 10 m\(^2\)); \( n_{\text{AGMD}} \) is the total number of standard modules; STEC is the specific thermal energy consumption constant (kJ/kg); \( N \) is the distillate tank (m); \( m_{\text{MD}} \) is the mass of the distillate produced (Banat et al., 2007; Burgess and Lovegrove, 2005).

Since eq A10 is empirical, it should be only valid within a finite range of the sea water flow rate. Consequently, \( m_{\text{MD}} \) is treated in this work also as a control variable which is allowed to vary ±10% from its nominal value.

\[ 0.9 \times m_{\text{MD}}^* \leq m_{\text{MD}} \leq 1.1 \times m_{\text{MD}}^* \quad (m_{\text{MD}}) \]  
(A11)

Finally, note that the sea water entering the AGMD module should not be allowed to exceed a specified upper bound so as to avoid damaging the membrane:

\[ T_{\text{Cin}}^{\text{HX}} \leq T_{\text{Cin}}^{\text{HX max}} \]  
(A12)

where, \( T_{\text{Cin}}^{\text{HX max}} \) is the upper bound of cold stream temperature at the outlet of heat exchanger (90 °C).

5. Distillate Tank (DT)

The distillate tank is acting as the buffer for the fluctuating water demand. Its model can be expressed as

\[ \rho A_{\text{DT}} \frac{dh_{\text{DT}}}{dt} = m_{\text{DTin}} - m_{\text{DTout}} \]  
(A13)

where \( \rho \) is the distillate density (kg/m\(^3\)); \( A_{\text{DT}} \) is the cross-sectional area of distillate tank (m\(^2\)); \( h_{\text{DT}} \) is the height of liquid in distillate tank (m); \( m_{\text{DTin}} \) and \( m_{\text{DTout}} \) denote the inlet and outlet flow rates respectively (kg/h). Note that the inlet flow is produced by the AGMD unit:

\[ m_{\text{DTin}} = n_{\text{AGMD}} N_{\text{mem}} A_{\text{MD}} \]  
(A14)

Finally, the liquid height in the distillate tank should be maintained within a specified range:

\[ h_{\text{DT,low}} \leq h_{\text{DT}} \leq h_{\text{DT,high}} \]  
(A15)

where, \( h_{\text{DT,low}} \) and \( h_{\text{DT,high}} \) respectively denote the given lower and upper bounds (m).

6. 3-Way Valves (V-1 and V-2)

\( V-1 \). In structures 2–4, the mass and energy balances around V-1 can be written as

\[ m_{\text{saxis}} = \begin{cases} m_{\text{ST,1}} & \text{if } I(t) > 0 \\ m_{\text{STL}} & \text{if } I(t) = 0 \end{cases} \]  
(A16)

\[ T_{\text{Sout}} = \begin{cases} T_{\text{SAout}} & \text{if } I(t) > 0 \\ T_{\text{Hout}} & \text{if } I(t) = 0 \end{cases} \]  
(A17)

where, \( m_{\text{saxis}} \) and \( T_{\text{Sout}} \) respectively denote the mass flow rate (kg/h) and temperature (°C) of the stream leaving V-1.

\( V-2 \). On the other hand, the mass and energy balances around V-2 in structures 2–4 should be expressed as

\[ m_{\text{STL}} = \begin{cases} m_{\text{SA}} & \text{if } I(t) > 0 \\ m_{\text{saxis}} & \text{if } I(t) = 0 \end{cases} \]  
(A18)

\[ T_{\text{Hout}}^{\text{HX}} = \begin{cases} T_{\text{SAin}} & \text{if } I(t) > 0 \\ T_{\text{Sout}} & \text{if } I(t) = 0 \end{cases} \]  
(A19)

7. Split Points (S-1 and S-2)

\( S-1 \). In structures 2 and 3, the operating fluid leaving 3-way valve V-1 is split into two streams via S-1. One of them is directed to the thermal storage tank, that is, \( T \) (structure 2) or T-1 (structure 3), while the other bypasses the tank and joins its output at the mixing point X-1. The corresponding mass and energy balances can be written as

\[ m_{\text{saxis}} = m_{\text{ST,1}} + m_{\text{ST,2}} \]  
(A20)

\[ T_{\text{S}} = T_{\text{Stin}} = T_{\text{X}} \]  
(A21)

where, \( m_{\text{saxis}} \) represents the mass flow rate of the bypass stream from S-1 to X-1 (kg/h) and \( T_{\text{X}} \) is the corresponding temperature (°C).

On the other hand, note that in structure 4 the operating fluid leaving 3-way valve V-1 is split into three streams via S-1. Two of them are directed toward T-1 and T-2, respectively, while the remaining one bypasses both tanks and joins the outlet streams of these tanks at the mixing point X-1. The corresponding mass and energy balances should be:

\[ m_{\text{saxis}} = m_{\text{ST,1}} + m_{\text{ST,2}} + m_{\text{ST,3}} \]  
(A22)

\[ T_{\text{S}} = T_{\text{Stin}} = T_{\text{T1Tr}} = T_{\text{X}} \]  
(A23)

From eq A22, one can also deduce the following inequality constraint

\[ 0 \leq r_{\text{ST,1}} + r_{\text{ST,2}} \leq 1 \]  
(A24)

\( S-2 \). The second split point is only present in series structure (see Figure 12). Note that the stream leaving X-1 is split into two via S-2. One flows into tank T-2, while the other bypasses the tank and joins its output at the mixing point X-2. The mass and energy balances around S-2 can be expressed as follows:

\[ m_{\text{STL}} = m_{\text{ST,2}} + m_{\text{ST,2}} \]  
(A25)

\[ T_{\text{S}} = T_{\text{Stin}} = T_{\text{X}} \]  
(A26)

where, \( m_{\text{STL}} \) represents the mass flow rate of the bypass stream from S-2 to X-2 (kg/h) and \( T_{\text{X,2}} \) is the corresponding temperature (°C).

8. Merge Points (X-1 and X-2)

\( X-1 \). In structure 2, the energy balance around X-1 can be formulated as:

\[ T_{\text{Hout}}^{\text{HX}} = (1 - r_{\text{ST,1}}) T_{\text{X,1}} + r_{\text{ST,1}} T_{\text{T1Tr}} \]  
(A27)

In structure 3, the corresponding energy balance equation is

\[ T_{\text{S}} = (1 - r_{\text{ST,1}}) T_{\text{X,1}} + r_{\text{ST,1}} T_{\text{T1Tr}} \]  
(A28)

In structure 4, the corresponding energy balance equation is

\[ T_{\text{Hout}}^{\text{HX}} = (1 - r_{\text{ST,2}} - r_{\text{ST,3}}) T_{\text{X,1}} + r_{\text{ST,1}} T_{\text{T1Tr}} \]  
(A29)

\( X-2 \). Mixing point X-2 is used only in structure 3, and the corresponding energy balance can be written as

\[ T_{\text{Hout}}^{\text{HX}} = (1 - r_{\text{ST,2}}) T_{\text{X,2}} + r_{\text{ST,2}} T_{\text{T1Tr}} \]  
(A30)
Table AII

<table>
<thead>
<tr>
<th>symbol</th>
<th>definition</th>
<th>value type</th>
<th>value type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{SA}$</td>
<td>exposed area of solar absorber</td>
<td>d</td>
<td>d</td>
</tr>
<tr>
<td>$A_{MD}$</td>
<td>membrane area of AGMD module</td>
<td>40 m$^2$</td>
<td>d</td>
</tr>
<tr>
<td>$A_{VT}$</td>
<td>cross-sectional area of distillate tank</td>
<td>0.35 m$^2$</td>
<td>d</td>
</tr>
<tr>
<td>$T_{SA_{max}}$</td>
<td>maximum outlet temperature of solar absorber</td>
<td>100 °C</td>
<td>d</td>
</tr>
<tr>
<td>$T_{CL_{max}}$</td>
<td>maximum cold stream temperature at outlet of heat exchanger</td>
<td>90 °C</td>
<td>d</td>
</tr>
<tr>
<td>$T_{CL_{in}}$</td>
<td>cold stream temperature at inlet of heat exchanger</td>
<td>25 °C</td>
<td>d</td>
</tr>
<tr>
<td>$M_{SA}$</td>
<td>total mass of operating fluid in solar absorber</td>
<td>10000 kg</td>
<td>d</td>
</tr>
<tr>
<td>$M_{ST,i}$</td>
<td>total mass of fluid in thermal storage tank $i$</td>
<td>36000 kg/h</td>
<td>d</td>
</tr>
<tr>
<td>$m_{VT}$</td>
<td>mass flow rate in thermal loop</td>
<td>4500 kg/h</td>
<td>d</td>
</tr>
<tr>
<td>$m_{MD}$</td>
<td>mass flow rate in membrane distillation loop</td>
<td>4950 kg/h</td>
<td>d</td>
</tr>
<tr>
<td>$L_{SA}$</td>
<td>length of absorber tube</td>
<td>d</td>
<td>d</td>
</tr>
<tr>
<td>$C_p$</td>
<td>heat capacity of operating fluid</td>
<td>4200 J/(kg°C)</td>
<td>d</td>
</tr>
<tr>
<td>$\rho$</td>
<td>distillate density</td>
<td>1000 kg/m$^3$</td>
<td>d</td>
</tr>
<tr>
<td>$n_{AGMD}$</td>
<td>total number of standard AGMD modules</td>
<td>4</td>
<td>d</td>
</tr>
<tr>
<td>STEC</td>
<td>specific thermal energy consumption constant</td>
<td>14000 kJ/kg</td>
<td>d</td>
</tr>
<tr>
<td>$h_{VT_{low}}$</td>
<td>lower bound of liquid height in distillate tank</td>
<td>0 m</td>
<td>d</td>
</tr>
<tr>
<td>$h_{VT_{high}}$</td>
<td>upper bound of liquid height in distillate tank</td>
<td>2.14 m</td>
<td>d</td>
</tr>
<tr>
<td>$J_{max}$</td>
<td>maximum solar irradiation rate per unit area</td>
<td>1320 W/m$^2$</td>
<td>d</td>
</tr>
<tr>
<td>$r_{f,i}$</td>
<td>maximum variation rate of flow ratio $i$</td>
<td>0.01 d</td>
<td>d</td>
</tr>
<tr>
<td>$\Phi_{ai}$</td>
<td>energy utilization ratio $i$</td>
<td>d</td>
<td>d</td>
</tr>
<tr>
<td>$T_{SA_{in}}$</td>
<td>inlet temperature of solar absorber</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{SA_{out}}$</td>
<td>outlet temperature of solar absorber</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{ST_{i,j}}$</td>
<td>outlet temperature of thermal storage tank $i$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{ST_{i,d}}$</td>
<td>inlet temperature of thermal storage tank $i$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{S-1}$</td>
<td>temperature at split point S-1</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{S-2}$</td>
<td>temperature at split point S-2</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{X-1}$</td>
<td>temperature at merge point X-1</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{X-2}$</td>
<td>temperature at merge point X-2</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{H_{in}}$</td>
<td>hot stream temperature at outlet of heat exchanger</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$T_{H_{out}}$</td>
<td>cold stream temperature at outlet of heat exchanger</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{SA}$</td>
<td>mass flow rate of operating fluid in solar absorber</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{VT_{i}}$</td>
<td>throughput of thermal storage tank $i$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{MD}$</td>
<td>mass flow rate of hot stream in heat exchanger</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{DT}$</td>
<td>mass flow rate at inlet of distillate tank</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{S-1}$</td>
<td>mass flow rate of the stream entering split point S-1</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{S-2}$</td>
<td>mass flow rate of the bypass stream from S-1 to X-1</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{S-2}$</td>
<td>mass flow rate of the bypass stream from S-2 to X-2</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$n_{in}$</td>
<td>distillate flux through AGMD membrane</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$h_{VT}$</td>
<td>liquid height in distillate tank</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$m_{MD}$</td>
<td>mass flow rate in membrane distillation loop</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$r_{ST_{i}}$</td>
<td>flow ratio of split stream directed toward thermal storage tank $i$</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>$I$</td>
<td>solar irradiation rate per unit area</td>
<td>$\theta$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>$m_{DT_{i}}$</td>
<td>outlet flow rate of distillate tank</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

APPENDIX II: NOMENCLATURE FOR THE SMDDS MODEL

All model parameters and variables used in the case studies are listed in Table AII.
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